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Abstract

Distributed applications generate a significant amount of network traffic
in datacenters. By collocating nodes (e.g., virtual machines) that com-
municate frequently so that they reside on the same clusters (e.g., server
or rack), we can reduce the network load and improve application per-
formance. However, the communication pattern of different applications
is often unknown a priori and may change over time; hence it needs to
be learned online. This paper revisits the online balanced partitioning
problem, introduced by Avin et al. at DISC 2016, that asks for an algo-
rithm that strikes a trade-off between the benefits of collocation (i.e.,
reduced network traffic) and its costs (i.e., migrations). Our first contri-
bution is a significantly improved deterministic lower bound of Ω(k · `)
on the competitive ratio, where ` is the number of clusters and k is the
cluster size. The bound holds even for scenarios where the communi-
cation pattern can be perfectly partitioned so that all communications
are internal to the clusters. We match this result with an asymptotically
tight upper bound of O(k · `) for this scenario. For k = 3, we con-
tribute an asymptotically tight upper bound of Θ(`) for the case where
the communication pattern can change arbitrarily over time. We improve
the result for k = 2 by providing a strictly 6-competitive upper bound.

Keywords: Distributed applications, cloud computing, online algorithms,
competitive analysis
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2 Optimal Online Balanced Graph Partitioning

1 Introduction

Data-centric applications, from distributed machine learning to distributed
databases, generate a significant amount of network traffic in datacenters [1,
2]. The performance of these distributed applications often depends on the
performance of the underlying communication networks [3, 4].

The virtualization of resources in datacenters introduces an intriguing
opportunity to reduce the network traffic and improve performance. In par-
ticular, it becomes possible to adaptively migrate frequently communicating
virtual machines (or containers) closer to each other, in a demand-aware man-
ner. Such adaptive migrations, however, come at a cost (e.g., resource and time
overhead) and introduce a tradeoff.

This paper studies the algorithmic problem underlying such demand-aware
optimizations, aiming to strike a balance between the benefits of migrations
(e.g., reduced network load) and their costs. This is particularly challenging in
a setting where the traffic can be bursty and change over time, in a hard to pre-
dict manner, as it is often the case in practice [5]. We are in the realm of online
algorithms and competitive analysis, and ideally, the algorithm should perform
closely to an optimal offline algorithm without requiring any information about
future traffic demands.

1.1 Online Algorithms and Competitive Analysis

We measure the quality of the proposed solutions with competitive analysis [6],
which suits well the networking problems that are online by their nature. The
sequence of requests σ is revealed one-by-one, in an online fashion. Upon seeing
a request, the algorithm must serve it without the knowledge of future requests.

We measure the performance of an online algorithm by comparing to the
performance of an optimal offline algorithm. For a given sequence of requests
σ, let ALG(σ) be the cost incurred by a deterministic online algorithm ALG,
and let OPT(σ) be the cost incurred by an optimal offline algorithm OPT.
In contrast to ALG that learns the requests one-by-one as it serves them,
OPT has complete knowledge of the entire request sequence σ ahead of time.
The goal is to design online algorithms that provide worst-case guarantees. In
particular, ALG is said to be α-competitive if there is a constant β, such that
for any input sequence σ it holds that

ALG(σ) ≤ α ·OPT(σ) + β.

Note that β cannot depend on input σ but can depend on other parameters
of the problem, such as the number of nodes. The minimum α for which ALG
is α-competitive is called the competitive ratio of ALG. We say that ALG is
strictly α-competitive if additionally β = 0.
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Optimal Online Balanced Graph Partitioning 3

1.2 Model

The problem known as online balanced graph repartitioning was introduced by
Avin et al. [7] at DISC 2016. A special variant of the general problem, called
the learning model, was later introduced by Henzinger et al. [8]. We define our
terminology and the problems considered in this paper as follows.

Preliminaries

We say that an assignment of nodes to clusters is a partitioning of nodes,
and it represents the configuration of the algorithm. The reconfiguration or
migration of nodes is a repartitioning operation. We say that a subset of nodes
are collocated if they reside in the same cluster. A communication request
between two nodes is internal if the nodes are collocated in the same cluster.
Otherwise, they are in different clusters, and the request is external. Algorithms
serve internal requests locally at cost 0 and external requests remotely at cost 1.

We refer to the graph structure of a request sequence as its communica-
tion graph, which contains an edge between pairs of nodes with at least one
request in the sequence. A set of nodes belong to a communicating (connected)
component if a path exists between them in the communication graph. A com-
ponent is a singleton if it contains exactly one node, and we refer to it as an
isolated node. The origin of a node is the cluster in which the node resides
in the initial partitioning. For any subset of nodes C collocated in the initial
partitioning, we let I(C) denote their cluster of origin.

The General Partitioning Problem

We are given a set of n nodes, initially arbitrarily partitioned into ` ∈ N+ clus-
ters each of capacity k = n/` nodes. The nodes interact in an online manner: we
are given a sequence of pairwise communication requests σ = (u1, v1), (u2, v2),
(u3, v3), . . ., where a pair (ut, vt) indicates that nodes ut and vt exchange a fixed
amount of data at time t. We sometimes refer to the nodes as virtual machines
or processes, and we refer to the clusters as servers.

The cost of serving a request (u, v) depends on the relative positions of u
and v: if they reside in the same cluster, the request costs 0, and it costs 1 oth-
erwise. Before serving a request, an online algorithm may perform a repartition
of nodes. That is, it may migrate any number of nodes to different clusters
while ensuring the number of nodes in each cluster does not exceed k by more
than εk for constant ε ≥ 0. We refer to the extra capacity as resource augmen-
tation. We consider the problem without any augmentation for most of this
paper, i.e., ε = 0. The cost of migrating a single node is α ∈ N+. The goal is
to minimize the total cost of repartitions and to serve the requests. We use
the terms “partition”, “partitioning”, and “configuration” interchangeably.

The Learning Variant

Consider a variant of the general partitioning problem, where each pair of
nodes either never communicates, or they communicate indefinitely. Once
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4 Optimal Online Balanced Graph Partitioning

a communication request (u, v) arrives, any algorithm must keep u and v
collocated for the rest of the input sequence. We assume that requests of σ
constitute a communication graph that admits a perfect partitioning : a par-
titioning that assigns exactly k nodes to each cluster, and no inter-cluster
request ever occurs in this partitioning. Moreover, an optimal offline algorithm
moves to this partitioning before serving the sequence, and it stays there per-
manently. The goal of the algorithm is to learn the communication graph (as it
is revealed one edge at a time) while serving requests without performing too
many node migrations. In the learning model, any two communicating nodes
must be collocated, and only the migration cost is relevant; for simplicity, we
may scale it down to α = 1 (our bounds hold for any α > 1 as well).

1.3 Related Work

Closest to our work are those of Avin et al. [7] at DISC 2016 (on the gen-
eral partitioning model) and Henzinger et al. (on the learning model) [8] at
SIGMETRICS 2019 and SODA 2021 [9]. Recently, a polynomial-time online
algorithm achieving the same competitive ratio as in [7] has been proposed
by Forner et al. [10]. However, the focus of these papers is primarily on mod-
els with resource augmentation: the online algorithm can use slightly larger
clusters than the offline algorithm. Avin et al. showed that their lower bound
Ω(k) holds even in a scenario with significant capacity augmentation, and they
provided an algorithm with the competitive ratio O(k log k) using the (2 + ε)-
augmented cluster capacity. Their ratio is independent of `, which is impossible
without significant resource augmentation.

In contrast, we study the non-augmented setting, where the nodes need to
be perfectly balanced among the clusters. This assumption is more realistic,
as it utilizes all the processing capacity of a datacenter instead of leaving some
CPUs idle. This variant is significantly more challenging, as it is related to
hard problems such as integer partitioning [11]. Not much is known about
the setting without augmentation. For k = 2, Avin et al. [7] presented a 7-
competitive algorithm with a substantial (Ω(`2)) additive constant. For k > 3,
a O(k2·`2)-competitive (phase-based) algorithm was given by [7]. Later, a more
sophisticated analysis by Bienkowski et al. [12] improved the ratio of the same
algorithm to O(2O(k) · `), which is significant for its linear dependency on `.
The best known lower bound for the problem without augmentation is Ω(k) [7].
Given our lower bound of Ω(k · `) in this paper, the quest for closing the gap
remains open. See Table 1 for known results.

The problem has also been studied in a weaker model where the adversary
can only sample requests from a fixed distribution [13] over the edges of a ring
communication graph.

The static offline version of the partitioning problem is known as the `-
balanced graph partitioning problem, where the entire communication graph
is known in advance, and the task is to partition n nodes into ` clusters
of capacity n/` each, minimizing the number of inter-cluster edges, The prob-
lem is NP-complete, and cannot even be approximated within any finite factor
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Variant Lower bound Upper bound

Learning, k ≥ 3 Ω(k`), ε = 0 (Thm. 1) O(k`), ε = 0 (Thm. 3)

Learning, k ≥ 3 Ω(` log k), ε≤ 1
32

[9] O(` log k), ε ∈ Ω(1) [9]

Learning, k ≥ 3 Ω(`), ε < 1/3 (Thm. 2) O(log k), ε > 1 [9]

General, k = 3 Ω(`), ε = 0 (Thm. 4) O(`), ε = 0 (Thm. 6)

General, k = 2 3, ε = 0 [7] 6, ε = 0 (Thm. 7)

General, k > 3 Ω(k`), ε = 0 (Thm. 4) O(2O(k)`), ε = 0 [12]

Table 1: Overview of our contributions and known results on the deterministic
online partitioning problem.

unless P=NP [14]. The static variant where ` = 2 corresponds to the mini-
mum bisection problem, which is already NP-hard [15], and currently the best
approximation ratio is O(log n) [16–21].

The studied problem is further related to some classic online problems.
In particular, it is related to online paging [22–25], sometimes also referred to
as online caching, where requests for data items (nodes) arrive over time and
need to be served from a cache of finite capacity, and where the number of
cache misses must be minimized. Classic problem variants usually boil down
to finding a smart eviction strategy, such as Least Recently Used (LRU) [22].
In our setting, requests can be served remotely (i.e., without fetching the cor-
responding nodes to a single physical machine). In this light, our model is
more reminiscent of caching models with bypassing [26–28]. A major differ-
ence between these problems is that in the caching problems, each request
involves a single element of the universe, while in our model, both endpoints
of a communication request are subject to optimization. In this light, we can
see our model as a “symmetric” version of online paging. The general problem
additionally generalizes symmetric ski rental [29].

Graph partitioning and clustering problems are fundamental in computer
science and arise in multiple contexts, see [30, 31].

1.4 Contributions

This paper presents several new results for the online graph partitioning prob-
lem. Table 1 provides an overview of our contributions compared to prior
work.

For both the learning model and the general model, we obtain a lower
bound of Ω(k · `) on the competitive ratio of any online deterministic online
algorithm (that also holds in the general partitioning model). This improves
over the best known lower bound Ω(k) [7] that holds only in the general par-
titioning model. The generalized lower bound Ω(k · `) for the learning model
holds in the general model as well. We further adjust the lower bounds to show
that the factor of Ω(`) is unavoidable even with a significant augmentation.

We complement these result with an asymptotically optimal, O(k · `)-
competitive algorithm for the learning model. For the general partitioning
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6 Optimal Online Balanced Graph Partitioning

model and k = 3, we design an asymptotically optimal O(`)-competitive
algorithm (after the conference version of this paper, the upper bound was
generalized to arbitrary ` by Bienkowski et. al. [12], yielding an O(2O(k) · `)-
competitive algorithm). We further present a strictly 6-competitive algorithm
for k = 2 that improves upon the previous 7-competitive algorithm with
O(α`2) additive constant. All algorithms in this paper have a strict competitive
ratio (cf. Section 1.1), which improves over previous results with substantial
additive in terms of (α · k · `)2.

2 The Learning Model

We begin with the learning variant of online balanced graph partitioning
problem. First, we show a surprisingly high lower bound of Ω(k · `) against
deterministic algorithms for k ≥ 3. The lower bound holds also in the general
partitioning model (see Theorem 4 for details). Second, we provide a determin-
istic algorithm that asymptotically matches this lower bound for the learning
model.

2.1 Lower Bound

Overview of the construction. At each time step, we issue a new request,
depending on the configuration of the online algorithm. First, we issue requests
between k − 1 nodes of some arbitrarily chosen cluster, and we refer to this
communicating component as B. In any partitioning, the communicating com-
ponent B is collocated with exactly one isolated node, called the pivot. Second,
we issue a request between the pivot and an arbitrarily chosen node from
a different cluster. Any algorithm must collocate these nodes (recall that we
consider a learning variant), and it must place them in a different cluster than
B’s (otherwise, its capacity would be violated). Note that after collocating
them, another isolated node must the take place of the pivot. Third, we issue
the request between the new pivot and an arbitrarily chosen node from the
same cluster of origin as the pivot. We repeat the last step of the construction
Θ(k ·`) times (exact condition to be determined), using the node isolated node
collocated with B as a new pivot. The algorithm pays 1 per each such request.

We claim that this sequence is cheap to serve offline. Roughly, if an offline
algorithm would reside in the initial configuration, only the requests between
x0 and y0 would be external, and all the subsequent requests would be free.
Consider an offline strategy that collocates x0, y0 by swapping them with some
initially collocated nodes x∗, y∗ that did not participate in any request. To
make sure that such a pair always exists, we stop repeating the requests con-
cerning the pivot while there are still two isolated nodes collocated on some
server. We illustrate the construction in Figure 1.

Theorem 1 Any deterministic online algorithm for the learning model of online
balanced graph partitioning and k ≥ 3 has the competitive ratio of at least (k−2)(`−
1)/2− 2.
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Fig. 1: Large rectangles represent clusters. Nodes are shown in gray circles,
and gray rectangles represent components. Both ALG and OPT start in the
configuration (a). OPT performs only two swaps and ends up at the configu-
ration (b). At the beginning of the ith iteration, ALG is in the configuration
(c) before evicting the ith pivot node xi from the cluster of component B.

Proof Fix any online algorithm ALG. Initially, all nodes are isolated, i.e., each node
is in a singleton communicating component. We issue requests one-by-one, in reaction
to ALG’s choices.

1. Component B. We issue requests among k − 1 nodes in an arbitrary
cluster, and we refer to these nodes as a communicating component B. In
any feasible partition, a single isolated node must be collocated with B
(each cluster hosts exactly k nodes). We refer to the isolated node collocated
with B at any time as the pivot node. Let x0 denote the first pivot node.

2. Request between nodes originating from different clusters. We
issue a request between x0 and an arbitrarily chosen isolated node y0. This
leads to the eviction of x0 (otherwise, the algorithm incurs an arbitrar-
ily large cost, while the optimal strategy is to collocate all communicating
pairs). Hence, ALG must collocate this pair in a different cluster (cannot
collocate it with B). In order to maintain a feasible partitioning of nodes
after collocating {x0, y0}, ALG must replace x0 with another isolated node,
the new pivot node.

3. Requests between nodes originating from the same clusters. We
continue to issue requests between the current pivot node and any node
with the same origin as the pivot. Consider the i-th such request, and the
isolated node xi, collocated with B. Precisely, we issue a request between
xi and some node in Ci, where Ci is the largest communicating component
s.t. I(Ci) = I(xi), Ci 6= {x0, y0}. Then, ALG must collocate the communi-
cating component {xi}∪Ci in one cluster, and again, the algorithm replaces
xi with some isolated node xi+1. We terminate the process once the num-
ber of remaining isolated nodes is smaller than ` + 3. At each step i, the
number of isolated nodes decreases either by one, or it decreases by two
if Ci is a singleton. Therefore, once the process terminates, at least ` + 1
nodes remain isolated.

To assure the correctness of this input sequence, we claim that the communicating
components admit a feasible partition. Once we terminate, there are at least ` + 1
isolated nodes left (the number of isolated nodes decreases at most by 2 at each
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step). Therefore, two isolated nodes x∗ and y∗ exist with the same cluster of origin,
I({x∗}) = I({y∗}). Consider a partition P ∗, obtained from the initial partition after
swapping x0 and y0 with x∗ and y∗, respectively. In P ∗, the pair {x0, y0} resides
in the cluster I({x∗, y∗}). After the first request {x0, y0}, the requests are issued
only between nodes originating from the same cluster, and all of these are collocated
in P ∗. This implies that no request is external in P ∗, and we conclude that it is
a feasible partition.

We bound the cost of ALG on the produced request sequence. At each request
issued at step (3) of our construction, some communicating component grows, and
ALG performs at least one swap. Let S be the set of all communicating components
created by issuing requests at step (3) of the construction. Each component S ∈ S
grew exactly |S|−1 times, each time joining an isolated node, and hence the number
of nodes ALG swaps is at least

ALG ≥
∑
S∈S

(|S| − 1) = |
⋃
S| − |S|.

In total,
⋃
S contains all the k · ` nodes excluding k − 1 nodes of B, the 2 nodes

in {x0, y0} and at most `+ 2 singletons, which amounts to at least k · `− k − `− 3
nodes. The set S consists of at most ` − 1 components, one per possible cluster of
origin excluding B’s cluster of origin. Hence, the total number of swaps performed
by ALG is

ALG ≥ |
⋃
S| − |S| = k · `− k − 2`− 2 = (k − 2)(`− 1)− 4.

Finally, we bound offline algorithm’s cost for the constructed sequence of requests.
Consider an offline algorithm OPT that moves to P ∗ (described earlier in this proof)
by performing only two node swaps. As argued earlier, no communicating component
is split in P ∗ and OPT pays only for the two swaps. We combine the above arguments
to conclude that the competitive ratio is bounded by ALG/OPT ≥ (k−2)(`−1)/2−2.

�

We note that the lower bound requires k ≥ 3. In contrast, for k = 2 the
learning problem is trivial: immediate collocation of communicating pairs is
1-competitive. In contrast, the general partitioning problem for k = 2 is non-
trivial (see Section 3.4), a lower bound of 3 is known [7], and we provide
a 6-competitive algorithm, see Section 3.4.

Later in Section 3.1, we elaborate on how to transform this construction
to a lower bound for the general partitioning problem.

2.2 Lower Bound under Resource Augmentation

The majority of work on the online balanced partitioning problem so far [7–9]
focuses on the scenario with resource augmentation, where the cluster capacity
of an online algorithm is larger than that of the optimal offline algorithm to
which we compare the performance. We say that an online algorithm uses
augmentation ε > 1 if each of its clusters has the capacity of ε · k nodes. The
number of all nodes remains k · `.

By using a variant of the lower bound construction from Theorem 1,
we show a lower bound of Ω(`) that holds even with significant resource
augmentation.
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Theorem 2 With resource augmentation strictly smaller than k/3 (i.e., ε < 1/3),
the competitive ratio of any deterministic online algorithm for the learning model of
online balanced graph partitioning is in Ω(`).

Proof Fix k divisible by 3, and construct 3 communication components of size k/3 in
each cluster. Consider any deterministic online algorithm with resource augmentation
ε < 4/3. Note that no more than 3 such communication components fit in one cluster.
Then, apply the construction from the lower bound for k = 3 (Theorem 1), treating
these communication components as individual nodes. The cost of any algorithm
(including the optimal offline algorithm) scales up by k/3 due to the increased cost
of moving entire components instead of individual nodes, and we conclude that the
lower bound Ω(`) holds. �

2.3 Upper Bound

We present an asymptotically optimal algorithm PPL (Perfect Partition
Learner) for the learning model. The algorithm is a modification of the
algorithm DET from [7]. The difference is in the choice of partition after a com-
ponent merge. In DET, the choice of the partition was arbitrary, whereas our
algorithm chooses an arbitrary partition closest to the initial partition that
keeps all communicating nodes collocated. The algorithm PPL is listed in
Algorithm 1.

To maintain the feasibility of the solution, the algorithm maintains compo-
nents of communicating nodes. Initially, all nodes are in their own component,
and upon a request between two nodes from different components, we merge
the components. We maintain an invariant that the nodes of each communicat-
ing component are collocated. We say that a partition that collocates all nodes
of all communicating components is a communicating component respecting
partition.

Perfect Partition Learner

On each inter-cluster request {u, v}, PPL creates new components by merging
the two components that contain nodes u and v. In order to collocate nodes
of the new component, PPL moves to a communication component-respecting
partition that minimizes the distance to the initial partition PI . We measure
the distance between two configurations in the number of swaps to transform
one configuration to the other. The distance to the initial partition is equivalent
to the number of nodes that migrated from their cluster origin. Algorithm 1
describes the scheme of the algorithm.

Analysis

Fix a request sequence σ, the initial partition PI := {I1, . . . , I`} and an optimal
offline strategy OPT with the final partition POPT. For each partition P =
{C1, . . . , C`} we define its distance from the initial partition as the number
of nodes in P that do not reside in their initial cluster. Observe that at least
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Algorithm 1 Perfect Partition Learner (PPL)

For each node v create a singleton component Cv = {v} and add it to C.
for each request σt = {u, v}, 1 ≤ t ≤ N do

Let C1 3 u and C2 3 v be the components containing u and v,
respectively.

if C1 6= C2 then
Merge C1 and C2 into one component C ′

and set C = (C \ {C1, C2}) ∪ {C ′}.
if C1 and C2 are not collocated then

Move to a component respecting partitioning, closest to PI .
end if

end if
end for

∆(P ) node migrations are required in order to reach the partition P from PI ,
and thus OPT(σ) ≥ ∆(POPT).

PPL replaces the current partition P with a perfect partition closest to PI ,
thus it never moves to a partition that is more than ∆∗ := ∆(POPT) migrations
away from PI . Consequently, PPL never moves to a partition beyond the
distance ∆∗. We use this property to bound the cost of each repartitioning of
PPL.

Property 1 Let P be any partitioning chosen by PPL at any time. Then, its
distance from the initial partitioning is ∆(P ) ≤ ∆∗.

Lemma 1 The cost of each repartitioning by PPL is at most 2 · OPT(σ), where
OPT(σ) is the cost of an optimal offline algorithm for the request sequence σ.

Proof Let Pi denote the partition of PPL immediately after serving σi, the request
that arrives at time t. Consider the repartitioning that transforms Pt−1 to Pt upon
the request σt. Let M ⊆ V denote the set of nodes that migrate at t. Let M−

and M+ denote the subset of nodes that, respectively, enter or leave their initial
cluster during the repartitioning. In total, M+ and M− account for all migrations,
M = M+ ∪M−.

Since at least |M−| nodes are not in their initial cluster before the repartitioning
(i.e., in Pt−1), the distance from PI before the repartitioning is ∆(Pt−1) ≥ |M−|.
Analogously, the distance after the repartitioning is ∆(Pt) ≥ |M+|. Thus, |M | ≤
∆(Pt−1) + ∆(Pt). By Property 1, ∆(Pt−1) ≤ ∆∗ and ∆(Pt) ≤ ∆∗. Since ∆∗ ≤
OPT(σ), we conclude that the total cost of the algorithm is |M | ≤ 2 ·OPT(σ). �

Theorem 3 PPL is (2(k − 1) · `)-competitive.



461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506

Springer Nature 2021 LATEX template

Optimal Online Balanced Graph Partitioning 11

Proof Let PF := {F1, . . . , F`} be the partition of PPL after serving the sequence σ.
At each request, the algorithm enumerates all communicating component-respecting
`-way partitions of components that are in the same (closest) distance to PI . That is,
once it reaches a partition P at distance ∆∗ = ∆(P ), it does not move to a partition
P ′ where ∆(P ′) > ∆∗ before it enumerates all partitions at distance ∆∗. Hence, PF
is at distance at most ∆∗ = OPT(σ) from the initial partition.

We claim that PPL performs at most (k−1) ·` repartitions while serving σ. Each
component begins as a singleton, and with each request, the size of some component
increases by one. Consequently, the number of repartitions of PPL is bounded by
the number of times the components grow. Consider any cluster Fi ∈ PF . Each
cluster has the capacity k, thus the total number of times a component in Fi grows
is at most

∑
C∈Fi

(|C| − 1) ≤ k − 1. Summing this bound over all ` clusters gives
us at most (k − 1) · ` repartitions. By Lemma 1, each repartitioning costs at most
2 · OPT(σ). The total cost of PPL is thus at most 2 · (k − 1) · ` · OPT(σ), which
implies the claim. �

By Theorem 1, the lower bound for the competitive ratio of any deter-
ministic algorithm is Ω(k · `), and we conclude that PPL is asymptotically
optimal.

Note on running time. Since the component sizes are in O(n), computing
a component-respecting partition for ` = 2 is feasible in polynomial time using
dynamic programming [13], but is strongly NP-hard for ` > 2 [32]. However, we
assume unlimited computational power and focus on competitiveness instead.

3 General Partitioning Model

In this section, we discuss the general online model where the request sequence
can be arbitrary. First, in Section 3.1, we show a lower bound of Ω(k · `) by
generalizing the construction for the learning model from Section 2.1. Second,
we generalize the lower bound for resource augmentation from Theorem 2.
Third, in Section 3.3, we show an O(k · `)-competitive algorithm for k = 3.
Finally, in Section 3.4, we show a strictly 6-competitive algorithm for k = 2.

3.1 Lower Bound

We generalize the lower bound construction of for the learning model in two
dimensions. Recall that in the learning model, algorithms by assumption collo-
cate any pair as soon as they communicate. Hence, we cannot apply the lower
bound construction of Theorem 1 directly since algorithms may resist collo-
cating such nodes. For the first dimension of our generalization, we impose
a collocation by defining ground sets of nodes. Nodes that are assigned to
the same ground set communicate as long as they are separated. For the sec-
ond dimension of our generalization, we iterate the construction in batches.
Repeating batches ensures that the input sequence with the claimed ratio can
be arbitrarily long, and the algorithm cannot have a small competitive ratio
with a large additive. After each batch, we ensure that the online algorithm
resides in the same configuration as the optimal offline solution. A single batch
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resembles the construction from Theorem 1, but in place of each request, we
reveal a ground set: once the online algorithm splits a revealed set, we issue
as many requests as it takes for it to collocate the split parts.

We start by revealing a ground set B of size k − 1 in an arbitrary cluster.
Then, we reveal a cross-origin ground set with the pivot (the node collocated
with B). Then, we repeatedly reveal ground sets of the current pivot and
a node originating from the same cluster as the pivot. We repeat the last step
of the construction Θ(k · `) times (exact condition to be determined), using
the isolated node collocated with B as a new pivot. The algorithm swaps at
least one node at each such step.

We claim that this sequence is cheap to serve offline. Roughly, if an offline
algorithm would reside in the initial configuration, only the requests between
x0 and y0 would be external, and all the subsequent requests would be free.
Consider an offline strategy that collocates x0, y0 by swapping them with some
initially collocated nodes x∗, y∗ that do not participate in any request. To make
sure that such a pair always exists, we stop repeating the requests concerning
the pivot while there are still two isolated nodes collocated on some server.

Ground sets. We construct our lower bound using ground sets. Instead of
directly constructing the request sequence, we construct ground sets of nodes
that start communicating if split by the online algorithm. This is possible since
the algorithm is deterministic, and the adversary knows its configuration at
any time. If the algorithm insists on keeping a ground set split, we continue to
issue requests between non-collocated nodes of the ground set until the algo-
rithm collocates them. Under such a request sequence, the algorithm must
maintain a perfect partition of ground sets, as otherwise, it is not competi-
tive. The ground sets are initially unknown to the algorithm, and the perfect
partition is hidden from it. In contrast, the optimal offline algorithm knows
the entire sequence in advance and may move to the perfect partition at the
beginning.

Theorem 4 Any deterministic online algorithm for the general model of online
balanced graph partitioning has the competitive ratio at least (k − 2)(`− 1)/2− 2.

Proof Fix any deterministic online algorithm ALG and any optimal offline algorithm
OPT. We construct a sequence for the general model in batches of requests that can
be repeated arbitrarily many times.

We construct the first batch by repeating the construction from Theorem 1,
where in place of a request (u, v), we merge the ground sets of u and v. This ensures
that the algorithm collocates all nodes from each communicating component. If the
algorithm does not collocate the nodes, it is not competitive as it pays an arbitrarily
large cost for split ground sets. By the construction from Theorem 1, there exists
a partitioning that collocates all the ground sets, and therefore any competitive
algorithm eventually moves to such configuration.

After the batch finishes, we force the algorithm to move into the partitioning that
is identical to OPT’s partitioning. Let {C1, C2, . . . , C`} be OPT’s configuration at
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this point. We reveal additional ground sets Ci for i ∈ [1, `] (i.e., containing all nodes
that OPT has collocated). Note that these requests are free for OPT, and therefore
OPT does not change its configuration. The batch ends once the algorithm moves
to OPT’s configuration.

Once the algorithm reaches OPT’s configuration, we issue the next batch by
repeating the construction. We may repeat issuing batches this way an arbitrary
number of times. By applying similar reasoning to the proof of Theorem 1, in each
batch the algorithm performs at least (k · `− k − 2`− 2) swaps, each for cost α. OPT
performs at most two swaps in each batch. The competitive ratio from Theorem 1
holds for each batch separately, and therefore it holds for the entire sequence. �

3.2 Lower Bound for Algorithms with Resource
Augmentation

We generalize the lower bound for the learning model (Theorem 2) to show
that the factor of Ω(`) is unavoidable even with significant augmentation.

Theorem 5 With resource augmentation strictly smaller than k/3 (i.e., ε < 1/3),
the competitive ratio of any deterministic online algorithm for the general model of
online balanced graph partitioning is in Ω(`).

Proof Fix k divisible by 3, and construct 3 ground sets of size k/3 in each cluster.
Consider any deterministic online algorithm with resource augmentation 1 + 1/3 −
ε. Note that no more than 3 such ground sets fit in one cluster. Then, apply the
construction from the lower bound (Theorem 4) for k = 3 using these communication
components treating them as individual nodes. The cost of any algorithm (including
the optimal offline algorithm) scales up by k/3 due to increased cost of moving entire
ground sets instead of individual nodes, and we conclude that the lower bound Ω(`)
holds. �

3.3 Optimal Algorithm for Clusters of Size 3

For the setting with k = 3, Avin et al. [7] obtained a O(`2)-competitive algo-
rithm. Their algorithm keeps track of external communication between nodes,
and upon reaching a threshold α (the cost of migrating a node), we call the edge
between them saturated. The algorithm keeps the invariant that the endpoint
nodes of each saturated edge are collocated, and to this end, the algorithm
tracks connected components consisting of nodes reachable via saturated edges.
To collocate the nodes, the algorithm moves to an arbitrary partition where all
nodes of all connected components are collocated. The algorithm operates in
phases, and if no partition satisfying the invariant exists, it resets the counters
for all pairs of nodes.

The algorithm ALG3 presented in this section is a modified version of this
algorithm. The difference is in the choice of partition after a component merge.
Their algorithm chooses the partitioning arbitrarily, and our algoritm chooses
the partition closest to the current partition (a repartition of minimum cost).
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Our modification of the algorithm is straightforward, and our main con-
tribution is an improved analysis of the algorithm. A straightforward analysis
of our algorithm results in the bound O(`2), and we improve the analysis
two aspects. First, we observe that the cost of each of O(`) reconfigurations
per phase is constant. Second, we deal with pairs of nodes that do not reach
the threshold α (unsaturated edges). In the analysis of the algorithm from [7],
these caused an additive O(α·k2 ·`2). In our analysis, we observe that either the
number of unsaturated edges is small, or any algorithm pays for a significant
fraction of them. We bound the cost of the latter by estimating the capabil-
ities of the optimal offline algorithm to prepare for an incoming sequence of
requests.

Saturated components. We say that the pair (u, v) is saturated if the counter’s
value is α, and unsaturated otherwise (saturation of a pair leads to a merge
action). We say that a partition that collocates all nodes of all saturated
components is a saturated component respecting partition.

The algorithm ALG3. For each pair of nodes {x, y}, ALG3 maintains a counter
C{x,y} and increments it on every external request between x and y. Initially,
each node is isolated (belongs to its own component). Once C{x,y} = α, ALG3

merges the components of u and v, and moves to the closest saturated com-
ponent respecting partition. If no such partitioning exists, ALG3 resets all
components to singleton components, resets all counters to 0, and ends the
phase.

Theorem 6 ALG3 is 60`-competitive for k = 3.

Before bounding the competitive ratio of ALG3, we upper-bound the cost
of a single repartition of ALG3. In our analysis, we distinguish between three
types of clusters: C1, C2 and C3. In a cluster of type Ci, the size of the largest
component contained in this cluster is i.

Lemma 2 In a single repartition of ALG3, it swaps at most two pairs of nodes.

Proof If no saturated component respecting partition exists after the merge of
components, then ALG3 resets all components, ends the phase, and performs no
repartition. Thus it suffices to show that the merged component has a size at least 4
to conclude that ALG3 incurs no migration cost.

Consider a request between u and v that triggered the repartition and let U and
V be their respective clusters. The request triggered the repartition, hence it was
external and U 6= V . We consider cases based on the types of clusters U and V .

1. If either U or V is of type C1, then this cluster can fit the merged component,
and the repartition is local within U and V , for the cost of at most 2 swaps.
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2. If either U or V is of type C3, a component of size 3 participates in a merge,
and we have a component of size at least 4, and ALG3 ends the phase with
no repartition.

3. It remains to consider the case where both U and V are of type C2. If
(u, v) both belong to components of size 2, then the merged component
has size 4, and ALG3 incurs no cost. Otherwise, if one of u, v belongs to
a component of size 2, then it suffices to swap components of size 1 between
U and V . Finally, if u and v belong to components of size 1, then we must
place them in a cluster different from U and V . Note that if C1-type cluster
does not exist, then no saturated component respecting partitioning exists.
Otherwise, ALG3 performs two swaps — it swaps the nodes u and v with
any two nodes of any cluster of type C1.

In each case, we showed that a saturated component respecting partition is reachable
in at most two swaps. �

Next, we observe that ALG3 keeps saturated edges internal, and it increases
counters only upon external communication, thus we upper-bound the ALG3’s
counter value for each unsaturated edge in any phase.

Observation 1 The external request counter for each unsaturated edge has a value
at most α− 1.

Now we are ready to bound the competitive ratio of ALG3.

Proof of Theorem 6 Fix a completed phase, and consider the state of ALG3’s counters
at the end of it (before the reset). By σ we denote the input sequence that arrived
during the phase. We consider the incomplete phase later in this proof.

In our analysis, we focus on the requests that were external to ALG3 at the
moment of their arrival; these are the only requests that incur a cost for ALG3.
We denote these external requests by σcost. We partition the sequence σcost into
subsequences σI and σE . The sequence σI (inter-component requests) denotes the
requests from σcost issued to pairs that belong to the same component of ALG3 at the
end of the phase. The sequence σE (extra-component requests) denotes the requests
from σcost that do not appear in σI . Let ALG3(M) denote the cost of migrations
performed by ALG3 in this phase.

First, we bound the cost of ALG3 in the phase. During the phase, ALG3 performs
at most 2` component merge operations — exceeding this number would mean that
a component of size 4 exists, and the phase would have ended already. We bound
the cost of each repartition after a merge by Lemma 2, obtaining ALG3(M) ≤ 8α · `.
We bound ALG3(σI) by summing the intra-component counters of each cluster at
the end of the phase. The sum of intra-component counters in a cluster of type C3

is at most 3α − 1: two pairs of nodes from the component are saturated and its
counter is α each, and the counter of the third, unsaturated pair is at most α− 1 by
Observation 1. The sum of counters inside C1 is 0, and inside C2 it is α. Summing
over all ` clusters gives us ALG3(σI) ≤ (3α− 1) · ` ≤ 3α · `. Furthermore, ALG3 paid
for all requests from σE , and thus ALG3(σE) = |σE |. In total, the cost of ALG3 is at
most ALG3(σI) + ALG3(σE) + ALG3(M) ≤ 11α · `+ |σE | during the phase.
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Second, we lower-bound the cost of the optimal offline solution. To this end, we
fix any optimal offline algorithm OPT. By OPT(σI) and OPT(σE) we denote the
cost of OPT on requests from sequences σI and σE , respectively. Note that these
costs are defined with respect to components of ALG3 in this phase. By OPT(M) we
denote the cost of migrations performed by OPT in this phase.

The cost of OPT is lower-bounded by the cost of serving σI and the cost of
serving σE . While serving these requests, OPT may perform migrations, and we
account for them in both parts: we separately bound OPT by OPT(σI) +OPT(M)
and OPT(σE) +OPT(M). Combining those bounds and using the relation between
the maximum and the average, we obtain the bound

OPT ≥ max{OPT(σI) + OPT(M),OPT(σE) + OPT(M)}
≥ (OPT(σI) + OPT(M))/2 + (OPT(σE) + OPT(M))/2.

First, we show OPT(M) +OPT(σI) ≥ α. Assume that OPT’s partition is fixed
throughout the phase (as otherwise OPT pays α for a migration). The phase ended
when the components of ALG3 could not be partitioned without splitting them.
Hence, for every possible partition of OPT, there exists a non-collocated saturated
pair, and OPT paid for α requests that saturated the pair.

Next, we bound OPT(σE)+OPT(M). The sequence σE accounts only for unsat-
urated edges, thus by Observation 1, there are at most α − 1 requests to each pair
in σE . OPT may have at most 3` pairs of nodes collocated in its clusters, and thus
avoid paying for 3` · (α− 1) requests from σE . Hence, at least χ := |σE | − 3` · (α− 1)
requests from σE are external requests with respect to OPT’s configuration at the
beginning of the phase. Faced with these requests, OPT may serve them remotely
or perform migrations to decrease its cost. By swapping a pair of nodes (u, v), OPT
collocates u with two nodes u′, u′′, and v with two nodes v′, v′′. This may allow serv-
ing requests between (u, u′), (u, u′′), (v, v′) and (v, v′′) for free afterward. Hence, by
performing a single swap that costs 2α, OPT may avoid paying the remote serving
costs for at most 4(α− 1) requests from σE . The total cost of OPT is then at least

OPT(σE) + OPT(M) ≥ χ · 2α

4(α− 1)
≥ |σE |

2
− 2α · `.

Finally, to bound the competitive ratio, we transform the above inequality in
the following way: |σE | ≤ 2(OPT(σE) + OPT(M)) + 4α · `. For succinctness, let
ξ := OPT(σE) + OPT(M). Combining the bounds on the cost of ALG3 and OPT
during each finished phase, the competitive ratio is

ALG3(σ)

OPT(σ)
≤ 11α · `+ |σE |

α/2 + ξ/2
≤ 30α · `+ 4 · ξ

α+ ξ
≤ 30`.

It remains to consider the last, unfinished phase. First, consider the case where
the unfinished phase is also the first one. Then, we cannot charge OPT due to the
inability to partition the components. Instead, we use the fact that ALG3 and OPT
started with the same initial partition. If the input finished before the first α external
requests, then ALG3 is 1-competitive. If at least α external requests were issued, then
OPT either paid α for serving them remotely or paid α for a migration. Charging
this cost to OPT serves the purpose of charging α at the end of a finished phase, and
thus we can apply the reasoning as for a finished phase. Second, consider the case,
where there are at least two phases. Then we split the cost α of OPT accounted in the
penultimate phase into the last two phases, and we repeat the analysis of a finished
phase. This way, the competitive ratio increases at most twofold in comparison to
a finished phase, and the competitive ratio is ALG3(σ)/OPT(σ) ≤ 60`. �
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Note on Arbitrary Capacity

The presented algorithm assumes the servers have capacity 3. The challenge in
generalizing beyond this fixed capacity lies in bounding the cost of finding the
closest saturated component respecting partition. For the capacity k = 3, we
bound the cost of each reconfiguration by enumerating all cluster possibilities.
We argue that the reconfiguration for k = 3 impacts only a constant number
of clusters, and its cost is bounded only in terms of k, independently of `. The
major challenge at the time of our work was bounding the reconfiguration cost
independently of `, which was later addressed by Bienkowski et al. [12].

Distributed Implementation

While we have described the algorithm globally so far, we note that it allows
for efficient distributed implementations. The algorithm performs two types
of operations that require communication with other clusters: a component
merge, and a broadcast of the end of the phase. We say that a cluster containing
3 isolated nodes is fresh. A merge of two components may require finding
a fresh cluster (for details see the proof of Lemma 2). In the following, we show
how to efficiently find a fresh cluster in a distributed manner. We organize the
clusters into an arbitrary rooted balanced binary tree, and we broadcast the
root to each cluster. Each cluster maintains the counter of fresh clusters in
its subtree. To find a fresh cluster, we traverse an arbitrary path of non-zero
counters from the root. Upon encountering a fresh cluster, we end the traversal
and decrease the counters on the followed path by 1. Summarizing, ending
the phase requires a single broadcast, and merging components has O(log `)
communication complexity.

3.4 Improved Algorithm for Online Rematching

In this section, we present RM, an algorithm for clusters of capacity k = 2.
We interpret a pair of nodes collocated in one cluster as a “matched” pair.
Hence, the problem is an online variant of the maximal matching problem
where a matched pair can separate in order to “rematch” with two other nodes.
Rematching is necessary for maximizing intra-cluster communications, which
is equivalent to minimizing inter-cluster communications. This is known as
the online rematching problem, and a non-strict 7-competitive algorithm is
already given by [7], in which the ratio comes with an additive factor O(α`2).
We do not only improve upon their competitive ratio, but also we show that
our ratio holds strictly (i.e., with no additive factor).

Our algorithm is slightly simpler than the one in [7], while our analysis is
simpler and more concise. In the analysis of the algorithm, we propose a novel
charging scheme for edges that share a vertex.

Algorithm ReMatch

The algorithm ReMatch (RM) maintains a counter C{x,y} for each pair of
nodes {x, y} and increments it on every remote request between x and y. Once
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C{x,y} = λ, it resets the counter C{x,y} := 0 and collocates the two nodes by
swapping one of them, say x, with the node collocated with y.

Theorem 7 For λ = α, the algorithm RM is strictly 6-competitive.
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a2

b4

a3

b1

b4

a4

a1

b3
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Fig. 2: Dashed lines represent external requests. An arrow from node x to
node y indicates that x replaces y. In the left configuration, OPT collocates
4 pairs by performing 4 migrations, which results in the right configuration.

The Charging Scheme

We charge both OPT and RM whenever RM collocates a pair. RM collocates
a pair always with a swap which costs 2α, while OPT may save some costs by
collocating multiple pairs at once. Thus it pays the price of only one migration
per pair (see Figure 2). Therefore, OPT possibly collocates a pair by moving
one node to the cluster of the other node paying only α, in contrast to the
swapping cost 2α incurred by RM.

Consider two pairs that share the same node, i.e., intersecting pairs, and the
set of requests that cause (first) collocations of these pairs. This set contains at
least one request to each pair, and OPT must pay a non-zero cost over requests
in this set, as it cannot have both pairs collocated at the same time. However,
we can charge this cost to OPT only the first time RM collocates a pair and
not at any later time when RM collocates it a second time. Otherwise, OPT
is possibly charged for the same cost repeatedly. For this reason, we charge
OPT a cost inflicted by a pair if and only if OPT incurs that cost after the
last time RM separates the pair.

Proof of Theorem 7 Fix an input sequence of requests σ := {σ1, . . . , σm}. Assume
that RM collocates a pair {u, v} at time t. The value of C{u,v} at t, denoted Ct{u,v},
reaches λ immediately before RM resets the counter. For any interval [t1, t2], by
σ{x,y}[t1, t2] we denote the set of all requests to a pair {x, y} that arrive during
[t1, t2]. We may use σ{x,y} whenever the interval [t1, t2] is clear from the context.

If t is not the first time that RM collocates {u, v} then let 0 < t′ < t be the
latest time when RM separates {u, v} in order to collocate some intersecting pair
{x, y} 6= {u, v}, {x, y} ∩ {u, v} 6= ∅, e.g., {x, y} = {u,w}. Else, t is the first time that
RM collocates {u, v} and let t′ := 0. Similarly, if t′ > 0 is not the first time that RM
collocates {u,w} then let 0 < t′′ < t′ be the latest time before t′ when RM separates
{u,w}. Else, t′ is the first time that RM collocates {u,w} and we let t′′ = 0.
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First, we bound costs incurred by RM for requests that lead to the collocation
of {u, v} at time t ∈ T , where T := {τ ∈ [1,m] | ∃{x, y} : Cτ{x,y} = λ} is the set of

times when RM performs a collocation. By definitions of t and t′, the overall cost
of requests in σ{u,v} incurred by RM, i.e., the total cost of remote serving and the
moving cost is λ+ 2α.

Next, we bound costs incurred by RM for requests that do not lead to collocations
until the end of the sequence at t = m. Assume {u, v} is not collocated at t = m and
0 < Cm{u,v} < λ, which means RM pays Cm{u,v} for requests in σ{u,v}(t

′,m]. Then
the total cost incurred by RM is

RM(σ) =
∑
t∈T

(λ+ 2α) +
∑
{u,v}

Cm{u,v}.

Next, we bound costs incurred by OPT for requests that lead to the collocation
of {u, v} at t ∈ T . If t is the first time that RM collocates {u, v}, then OPT pays λ
for serving requests in σ{u,v}[0, t] (remotely), or α for collocating the pair and serving
(some of) the requests with cost zero. Therefore, in this case, OPT(σ{u,v}(0, t]) ≥
min {λ, α}. Otherwise, it is not the first collocation and consider times t′ and t′′

as defined previously, and let Rt := σ{u,w}(t
′′, t′] ∪ σ{u,v}(t′, t]. We define Rt′ for

the collocation at t′ analogously (see Figure 3). Then, OPT(Rt) = OPT(σ{u,w}) +
OPT(σ{u,v}).

Rt

Rt′

tt′t′′ σ{u,w} σ{u,v}t′′

Fig. 3: Illustration of the timeline used in the proof of Theorem 7. The set
Rt consists of requests to the pairs {u,w} and {u, v}, which arrive in the
interval (t′′, t]. Similarly, Rt′ consists of requests to {u,w} and some other pair
irrelevant to the analysis. Hence, requests to {u,w} are contained in both sets,
and they arrive in (t′′, t′] highlighted in red thick line.

If OPT has both pairs separated during their respective intervals, then clearly
it pays 2λ in those intervals. Note that (trivially) OPT cannot have both pairs
collocated at the same time. Else, OPT has one of the pairs, say {u, v}, already
collocated prior its respective interval, (t′, t], and keeps it so during this interval.
Then it pays zero for requests to this pair. Hence, it pays α for collocating the other
pair, in this case {u,w}, or it pays λ for serving requests in σ{u,w}. Note that OPT
may deviate from the two cases by collocating the pair after serving some of its
external requests. In any case, OPT(Rt) ≥ min {λ, α} = α.

It remains to bound the cost incurred by OPT due to requests to {u, v} that do
not lead to its collocation until the end of the sequence at t = m. We bound the
cost analogously to the case where RM collocates {u, v}. If {u, v} is not collocated in
the initial matching and RM never collocates it, then Cm{u,v} = |σ{u,v}[1,m]|. OPT

pays OPT(σ{u,v}[1,m]) ≥ min {α,Cm{u,v}}, for collocating this pair, or it pays for

requests in σ{u,v}[1,m]. Else, either {u, v} is collocated in the initial matching or
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RM collocates it at some point. Then there exists an intersecting pair {u,w} that
is collocated by RM at t′ < m, separating {u, v}. We define times t′′ < t′ < m
analogously to the former case. Let R∗{u,v} := σ{u,w}(t

′′, t′] ∪ σ{u,v}(t′,m]. Then,

OPT must pay for collocating at least one pair or (and) serving requests to the other
pair remotely. Thus, OPT(R∗{u,v}) ≥ min {Cm{u,v}, α}.

Next, we sum up all costs incurred by OPT. By definitions of Rt and R∗{u,v}, we

have either Rt′ ∩Rt = σ{u,w} or Rt′ ∩R∗{u,v} = σ{u,w}. This means, OPT(σ{u,w})
is counted at most twice in each of the expressions OPT(Rt′) + OPT(Rt) and
OPT(Rt′) + OPT(R∗{u,v}). Hence, the total cost to OPT is

OPT(σ) =
1

2

(∑
t∈T

OPT(Rt) +
∑
{u,v}

OPT(R∗{u,v})
)
≥ 1

2

(∑
t∈T

α+
∑
{u,v}

Cm{u,v}
)
.

Finally, we bound the competitive ratio by aggregating the above bounds,
obtaining

RM(σ)/OPT(σ) ≤ 2
(∑
t∈T

3α+
∑
{u,v}

Cm{u,v}
)/(∑

t∈T
α+

∑
{u,v}

Cm{u,v}
)
≤ 6.

�

4 Discussion and Future Work

This paper revisited the online graph partitioning problem and presented sev-
eral tight bounds for the important model where capacities cannot be exceeded,
both for a general partitioning model and for a special learning model.

Our algorithms allow for efficient distributed implementations. The algo-
rithm PPL from Section 2.3 can be distributed similarly to the approach in [8].
The algorithm for k = 2 from Section 3.4 performs only local communication
for each request: counters are kept on the clusters and updated locally, and
each migration is local within two clusters that reached the collocation thresh-
old λ. Furthermore, we proposed an efficient distributed implementation of the
algorithm for k = 3 in Section 3.3.

There remain several interesting avenues for future research. A general
open direction concerns the study of the power of randomization in our set-
ting. It would generally also be interesting to study the performance of our
algorithms empirically, under realistic workloads, and engineer algorithms to
speed up computations. But there are also more specific open questions. First
open question regards the dependency on ` with resource augmentation. Our
lower bounds from Theorems 2 and 5 shed light on the dependency on ` in
the competitive ratio for the setting with augmentation. The algorithm CREP
from [7] requires (2+ε)-augmentation to guarantee the competitive ratio inde-
pendent of `. In contrast, our construction shows that the linear term ` is
inevitable if the augmentation is smaller than 4/3. This raises a question about
the tradeoffs between augmentation and the dependency on ` for the competi-
tive ratio. Another open question concerns the runtime. The algorithm Perfect
Partition Learner runs in superpolynomial time, and the dominating term in
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the runtime is due to finding the communicating component-respecting parti-
tion. We hence wonder if there exists a polynomial-time algorithm achieving
an (asymptotically) optimal competitive ratio.
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